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It was an empirical study that the Rasch model, the linear logistic test model (LLTM), and the LLTM with random item effect (LLTM + e) were employed to fit a dataset. The result of fitting the Rasch model was treated as reference. After identifying two task characteristics (global comprehension and test complexity), item difficulties were decomposed in the LLTM so that only two slopes and an intercept were estimated. Moreover, the LLTM + e treated the intercept as a random effect. Finally, relative to the reference, it showed that the LLTM was too restrictive to fit the dataset very well, but the LLTM + e had a similar fit with the Rasch model. 

1. Like the experimental design, the basic idea of the LLTM is that item difficulties are predicted by a list of task characteristics. So it is not surprising that in this study the LLTM did not fit data well because mere two elements were identified to predict the difficulties of many items.

2. It seems to me that a practice of fitting different models was presented in the study. What is the major contribution? Or do I miss something?

