Su, Y., & Bolt, D. M. (2010). Nested logit models for multiple-choice item response data. Psychometrika, 75, 454-473.

The 3PLM and the nominal response model (NRM) are usually used to model responses of multiple-choice (MC) items. However, each model has its potential limitation. The 3PLM accounts for the probability of selecting a correct response option but entirely neglects other wrong response options. On the other hand, the NRM can model item characteristic curves (ICCs) for all options, but the ICC for the only correct option does not collapse the one in the 2PLM or 3PLM.

For a category of MC items (such as Example item 2 on page 455), the wrong response options are referred to as distractors. A nested logit model (NLM) which incorporates the 3PLM and the NRM, as Equation 3 and 4, was proposed to illustrate the collapsibility with respect to all response options, and the compound model releases the limitations of two root models simultaneously. 

Three simulation studies were carried out. First, the parameter recovery of new models was examined. Second, the empirical distinguishability of the NLMs and NRM was evaluated by comparing the -2 log-likelihood, AIC, BIC, and CAIC. Third, the incremental information of distractors in the NLM was tested. Finally an empirical analysis was illustrated.

1. The assumption of the NRM is still tricky to me that why selecting a response option, especially a distractor, is related to test-taker’s ability. Due to the reason, I cannot trust the applicability of the compound model, although it is certainly interesting. Furthermore, the rationale of compound model consequently leads to an outcome that the results are difficult for explanation and future prediction.

2. Supposed test-takers simply select a distractor randomly when they don’t know the true answer of an item. Theoretically the ICCs of distractors will overlap completely and form a horizontal line, which suggests that a test-taker with every proficiency level has an equal chance of selecting every distractor. Thus, the ICCs of distractors do not have obvious intersecting points so that the estimates of parameters ( and ) in the later part of the NLM will have large standard errors. In other words, although these estimates are obtained, they are spurious and useless.

An alternative model was presented as well on page 470. Is it statistically identifiable?
