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Empirical Selection of Anchors for Tests of

Differential Item Functioning

Carol M. Woods, Washington University in St. Louis

Differential item functioning (DIF) occurs

when items on a test or questionnaire have

different measurement properties for one group

of people versus another, irrespective of group-

mean differences on the construct. Methods for

testing DIF require matching members of

different groups on an estimate of the construct.

Preferably, the estimate is based on a subset of

group-invariant items called designated anchors.

In this research, a quick and easy strategy for

empirically selecting designated anchors is

proposed and evaluated in simulations. Although

the proposed rank-based approach is applicable to

any method for DIF testing, this article focuses

on likelihood-ratio (LR) comparisons between

nested two-group item response models. The

rank-based strategy frequently identified a group-

invariant designated anchor set that produced

more accurate LR test results than those using all

other items as anchors. Group-invariant anchors

were more difficult to identify as the percentage

of differentially functioning items increased.

Advice for practitioners is offered. Index terms:

differential item functioning, item bias,

measurement invariance, item response theory,

likelihood ratio

Differential item functioning (DIF) occurs when items on a test or questionnaire have different

measurement properties for one group of people versus another, irrespective of group-mean differ-

ences on the construct, y. Methods for DIF testing (Camilli & Shepard, 1994; Holland & Wainer,

1993; Millsap & Everson, 1993) require matching members of different groups on an estimate of

y. Sometimes all items, or all items less one, are used to estimate y, but it is best if the estimate is

based on only group-invariant items. Subsets of items that are presumed invariant and used to esti-

mate or define the matching criterion are designated anchors.

Ideally, designated anchors are declared invariant based on ‘‘extensive data-analytic and expert

review’’ (Thissen, Steinberg, & Wainer, 1993, p. 103). However, extensive prior research on

anchors is rarely, if ever, carried out. If designated anchors are used, they are typically selected

empirically in preliminary analyses of the same data that are used for the main DIF testing. Vari-

ous strategies for empirically identifying anchors have been published, but many are complicated,

untested, or both.

This article suggests a quick and easy strategy for empirically selecting anchors and evaluates

it with simulations. The general strategy is applicable to any method for DIF testing but is pre-

sented and assessed using likelihood ratio tests (LRTs) that compare nested two-group item

response theory (IRT) models (Thissen, Steinberg, & Gerrard, 1986; Thissen, Steinberg, &

Wainer, 1988, 1993). This method is sometimes referred to as IRT-LR-DIF but is labeled IRT-

LRT throughout this article to distinguish the methodology from Thissen’s (2001) IRTLRDIF

computer program.
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IRT-Based LRTs for DIF

The IRT-LRT approach involves comparing nested two-group item response models with vary-

ing constraints to evaluate whether the response function for a particular item differs for the refer-

ence and focal groups. Almost any item response function (IRF) can be used, and the IRF may

vary over items in the same analysis. Samejima’s (1997) graded model for items with ordinal

responses is used here because it is popular in applications of IRT-LRT.

No explicit estimation of y is needed; y is a random latent variable treated as missing using

Bock and Aitkin’s (1981) scheme for maximum marginal likelihood. The mean and variance of y
are fixed to 0 and 1, respectively, for the reference group to identify the scale and estimated for the

focal group as part of the DIF analysis. Anchors link the metric of y for the two groups; item para-

meters for all anchors are constrained equal across groups in all models. The nonanchors, called

studied items, are tested individually for DIF.

For each studied item, an analysis begins with a general test that is sensitive to both uniform and

nonuniform DIF (Camilli & Shepard, 1994, p. 59; Mellenbergh, 1989). The general test for item i

fitted with the graded model is a test for DIF in the discrimination parameter, ai; the threshold para-

meters, bijs (j indexes thresholds); or both. The null (Ho) and alternative (Ha) hypotheses are

Ho : aiF = aiR and bijF = bijR for all j,

Ha : not all parameters for item i are group invariant,

where F is for focal and R is for reference. A model with all parameters for the studied item con-

strained equal between groups is compared to a model with all parameters for the studied item per-

mitted to vary between groups. The LR test statistic is −2 times the difference between the

optimized log likelihoods, which is approximately w2 distributed with degrees of freedom equal to

the difference in free parameters. Statistical significance indicates the presence of DIF.

If the general test is significant, follow-up tests are easily carried out to establish whether the

DIF is uniform or nonuniform. Because power and Type I error rates for the follow-up tests are

highly dependent on those for the general test, only the general test is evaluated in the present study.

All Others as Anchors

Sometimes, all other items are used as anchors for each studied item. If there is no DIF

in any item, IRT-LRT performs well with all others as anchors (Cohen, Kim, & Wollack, 1996;

S. Kim & Cohen, 1998). However, if some items function differently, the anchor set is contami-

nated, which causes at least three problems: distributional misspecification, inaccuracies in param-

eter estimates, and inflated false discovery rates. The LR statistic may fail to follow a w2

distribution. The LR statistic is w2 distributed when the larger of the models being compared holds

(Haberman, 1977; Maydeu-Olivares & Cai, 2006). However, with all others as anchors, the larger

model fits less well as the number of differentially functioning (DF) items, or the magnitude of the

DIF, increases.

With DIF in the data and all others as anchors, Wang (2004) observed inaccuracies in estimates

of the item parameters and the group-mean difference on y as well as overestimation of the amount

of DIF in the data. These problems may account for the more frequently reported problem of

inflated Type I error or false discovery rate (Finch, 2005; Meade & Lautenschlager, 2004; Stark,

Chernyshenko, & Drasgow, 2006; Wang, 2004; Wang & Yeh, 2003). The inflation is greater as

true differences between reference and focal parameters increase or as the number of DF items

increases (Stark et al., 2006; Wang, 2004; Wang & Yeh, 2003).
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For analyses aimed at detecting DF items, the issues described above are clearly problematic.

However, all others as anchors can be used only to identify designated anchors. In analyses aimed

at identifying invariant items, an elevated false discovery rate is not necessarily a problem because

researchers need not detect all invariant items to be anchors (and other results are not used).

Nevertheless, an inflated false discovery rate could be problematic if no items appear to be suitable

anchors.

Suggestions for Empirically Selecting Anchors

Lord (1980) described the general idea of iteratively purifying the matching criterion for DIF

testing. Others have recommended, and sometimes tested, specific purification procedures for

Mantel-Haenszel (MH), logistic regression, or post hoc–equated IRT methods (Candell & Drasgow,

1988; Holland & Thayer, 1988; Kok, Mellenbergh, & van der Flier, 1985; Miller & Oshima, 1992;

Navas-Ara & Gómez-Benito, 2002; Park & Lautenschlager, 1990). Simulations suggest that puri-

fication tends to reduce false positives (e.g., Miller & Oshima, 1992; Navas-Ara & Gómez-Benito,

2002).

For IRT-LRT, Thissen et al. (1988) originally recommended choosing anchors based on pre-

liminary tests using the MH procedure. IRT-LRT was computationally time consuming and

logistically difficult at the time. However, with the creation of IRTLRDIF (Thissen, 2001) soft-

ware and faster computers, alternative approaches seem preferable because the MH method

uses observed summed scores for matching rather than a latent variable model and is insensi-

tive to nonuniform DIF.

Three iterative purification procedures that have been suggested for IRT-LRT involve

selecting anchors from preliminary IRT-LRT testing with all others as anchors (D. M. Bolt,

Hare, Vitale, & Newman, 2004; Edelen, Thissen, Teresi, Kleinman, & Ocepek-Welikson,

2006; S. Kim & Cohen, 1995). Two other tactics begin with tests of each item using a single

anchor, with every item taking a turn as the anchor (Rensvold & Cheung, 2001; Wang, 2004).

Thus, if the total number of items (k) on a scale is 20, every item is tested for DIF 19 times,

leading to k(k − 1)= 380 tests. It is unclear whether the benefits of these iterative procedures

outweigh the additional time and effort they require.

All of the purification approaches referenced above rely on the binary outcomes of hypoth-

esis tests, known to produce more than the nominal number of significant results for a given

a level when the anchor set is contaminated. The false discovery rate is inflated further when

the same items are tested repeatedly and may be so large that no items appear to be invari-

ant. Finally, iterative procedures might produce anchors with differential functioning that

averages out to be indistinguishable from the mean difference, rather than invariant anchors

(Thissen et al., 1993).

Recently, Stark et al. (2006) suggested selecting a single anchor based on a simple, nonitera-

tive rule. Following a test of all items with all others as anchors, one item is selected that has

‘‘the highest [factor] loading’’ among ‘‘(presumably) unbiased’’ items (p. 1304). Incorporating

the factor loading (which is analogous to item discrimination) is reasonable because the anchor

defines y for the DIF analysis, so the anchor should be highly related to y. However, there is no

known relationship between the magnitude of ai and the amount of DIF. Also, it may be diffi-

cult to find an item with both a large ai and a nonsignificant DIF test because IRT-LRT tests

have greater power when ai is larger (Ankenmann, Witt, & Dunbar, 1999). Therefore, although

Stark et al.’s two criteria make sense, they are unlikely to be attainable with many empirical

data sets.
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A Quick and Easy Rank-Based Strategy for Empirically Selecting Anchors

If the DIF status of all items is initially unknown, using all others as anchors is perhaps the only

reasonable way to commence IRT-LRT testing. This article proposes a quick and easy strategy for

using these preliminary results to select designated anchors. It is similar to the two-stage

approaches suggested previously for other types of DIF methods (e.g., Holland & Thayer, 1988;

Miller & Oshima, 1992) but differs because anchors are chosen based on the relative magnitude of

the test statistics in Stage 1, not binary-choice hypothesis tests. The LR statistic is used but not

compared to any distribution, so it is irrelevant whether it is w2 distributed. The strategy stems

from the idea that the magnitude of the LR statistic reflects the degree to which an item functions

differently between two groups, with larger LR values indicating greater DIF.

The proposed rank-based strategy is to (a) test all items for DIF with IRT-LRT using all others

as anchors; (b) compute the ratio of the LR statistic to the number of free parameters, f , for each

item; (c) rank order the items based on the LR/f ratio; and (d) designate g items with the g smallest

LR/f ratios to be anchors (g may be 1). One goal of the simulation study is to determine the optimal

choice for g. The LR/f ratio, rather than the LR statistic alone, is used to permit inclusion of items

with different numbers of response options, or items fitted with different response models, in the

same analysis. Of course, if f is constant over items, only the LR statistics are needed.

The optimal number of anchors is unclear. Every additional anchor represents an opportunity

for contamination; thus, a single anchor (selected sensibly) might be best. In systematic evalua-

tions of IRT-LRT with a single invariant anchor, group differences in item parameters and the

mean difference between groups were well recovered, and Type I error was well controlled (Stark

et al., 2006; Wang, 2004; Wang & Yeh, 2003).

On the other hand, anchors define y, so validity is likely better with more anchors, especially if

the items discriminate highly over a wide range of y. Furthermore, with study characteristics held

constant at realistic values, increasing the number of invariant anchors increases power (Wang,

2004; Wang & Yeh, 2003). Perhaps power increases with more anchors because fewer item para-

meters have to be estimated. Diminished power for single anchors has also been attributed to

increased sampling variability in the item parameters (Wang, 2004).

A simulation study was carried out to evaluate how frequently the rank-based strategy produced

a set of group-invariant anchors and to compare IRT-LRT results obtained using all others as

anchors to those using varying numbers of empirically selected designated anchors. A key goal is

to determine the optimal number of anchors (g) for various conditions.

Simulation Method

A C++ program was written to generate 100 data sets for each of 21 independent conditions:

18 with DIF and 3 without DIF. Simulation details were guided by 18 applications of IRT-LRT

that are flagged with an asterisk in the reference list. Studied variables were the number of items

(k = 10, 20, or 40), percentage of DF items (0%, 20%, 50%, or 80%), and type of DIF (uniform or

nonuniform). The sample size was 1,500 for the reference group and 500 for the focal group. The

distribution of y was N(0, 1) for the reference group and N(−0.4, 1) for the focal group. Responses

to five-category items were generated from Samejima’s (1997) graded model.

Item Parameter Distributions and Amount of DIF

Reference-group item parameters were randomly drawn from certain distributions: N(m= 1:7,

s= 0:6) for aiR with truncation on the upper end at 4.0 and on the lower end at 0.5 (conditions
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without nonuniform DIF) or 1.2 (conditions with nonuniform DIF), and N(m= −0:4, s= 0:9) for

bi1R (with truncation at −2.5 and 1.5). The distance between consecutive bijRs, dimR (where m counts

differences between bijRs), was drawn from N(m= 0:9, s= 0:4) with truncation at 0.1 and 1.7.

Focal-group parameters were defined in relation to reference-group parameters. Items with uni-

form DIF had group-variant bij and items with nonuniform DIF had group-variant ai and bij. For

items with DIF in ai, one of five equally likely values (.3, .4, .5, .6, or .7) was subtracted from aiR to

create aiF . The pattern of DIF in bijs was selected based on the magnitude of the randomly drawn

bi1R from among nine patterns observed in applications of IRT-LRT (Orlando & Marshall, 2002;

Reise, Widaman, & Pugh, 1993). The patterns and criteria used for selecting them are listed in

Table 1. This procedure can produce true bijFs that are unordered (i.e., sets for which this is untrue:

bi1F < bi2F < bi3F < bi4F). When an unordered set of bijFs was produced for item i, the C++ pro-

gram rejected it and regenerated true bijs (both reference and focal) for item i until an ordered set

of bijFs was obtained.

Procedures

Each data set was analyzed four times using source code from Thissen’s IRTLRDIF pro-

gram, Version 2.0b (2001). The four analyses differed with respect to the number of anchors.

First, every item was tested for DIF with all others as anchors. Then designated anchors were

selected based on the magnitude of the LR/f ratio, as described above. The number of desig-

nated anchors was either 1, 10% of k, or 20% of k. Next, all items not selected to be anchors

were tested for DIF. Data generated for 10-item tests were analyzed three rather than four

times because 10% of 10 is 1.

In every analysis, the y distribution was assumed standard normal for the reference group

and normal for the focal group, with the mean and standard deviation estimated simultaneously

with the item parameters. If a zero cell frequency was generated (i.e., no simulees responded

in a particular category to an item), the categories for that item were collapsed and estimation

proceeded as usual with one fewer bij parameter. The latent variable was represented with rect-

angular quadrature, ranging from −6 to 6 in increments of 0.1 (121 points). The maximum

number of expectation-maximization (EM) cycles was 2,000 for models with item parameters

constrained equal between groups and 1,000 for models with item parameters permitted to vary

between groups. Pilot research showed that maximum numbers of EM cycles half as large

would have sufficed for multiple-anchor models but were inadequate for single-anchor models.

A fitting was declared converged when the parameter estimate that was changing the most

between cycles changed less than .0001.

The Benjamini-Hochberg (BH; Benjamini & Hochberg, 1995) procedure has been recom-

mended for controlling the false discovery rate for IRT-LRT (Thissen, Steinberg, & Kuang, 2002;

Williams, Jones, & Tukey, 1999). With the BH method, p values for tests i= 1, 2, . . . , m are

ordered from smallest to largest, and then test i is declared significant if pi fails to exceed the

critical value

ia
2m

,

where a is the Type I error rate and m is the total number of tests. In the present research, the BH

adjustment described in the documentation for the SAS MULTTEST procedure (Version 9.1) was

implemented in C++ and applied separately for each simulated data set (a= :05).
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Outcomes

Proportion of invariant anchors. The proportion of replications with a group-invariant

(‘‘clean’’) anchor set, versus an anchor set contaminated by one or more DF items (‘‘dirty’’), was

tabulated for each condition and number of anchors.

Accuracy of the hypothesis tests. Four variables quantified accuracy of the DIF tests: (a) mean

number of studied items with significant tests (averaged over replications and number of anchors),

(b) number of replications for which results produced the ‘‘correct’’ model, (c) hit rate, and (d)

false alarm rate. Results produced the correct model when the anchor set was clean, all DF items

had significant tests, and all group-invariant studied items had nonsignificant tests. The hit rate

was the proportion of DF studied items for which the DIF test was significant, and the false alarm

rate was the proportion of group-invariant studied items for which the DIF test was significant.

The rates were averaged over clean and dirty replications separately for each condition and num-

ber of anchors.

Average unsigned difference (AUD). To judge recovery of the magnitude of DIF, an effect size

was computed for each studied item that was averaged separately over items that did or did not

function differently between groups for each replication, then averaged separately over clean and

dirty replications for each condition and number of anchors.

The AUD between the expected response functions (ERFs) for the focal and reference

groups (Wainer, 1993) was used to measure the magnitude of DIF for each studied item. An

ERF gives the item score (e.g., 1, 2, 3, 4, or 5) expected at each value of y (D. M. Bolt et al.,

2004; Steinberg & Thissen, 2006; Wainer, Sireci, & Thissen, 1991). Here, ERFs were com-

puted with y represented by 121 quadrature points between −6 and 6 in 0.1 increments. The

AUD was calculated as the absolute value of the difference between the two ERFs at each

quadrature point, weighted by the density of the normal focal-group y distribution at that point,

averaged over points.

Table 1

Patterns of Differential Item Functioning in Simulated Threshold Parameters

Empirical Application Adjustment to bijR to Get bijF

Study Item b̂i1R Simulation Criterion bi1 bi2 bi3 bi4

Orlando 11 0.73 bi1R ≥ 0.73 −0.67 −0.27 −0.01 +0.53

Orlando 8 0.72 0.16≤ bi1R < 0.73 −1.16 −0.53 −0.19 +0.19

Orlando 7 0.16 0.09≤ bi1R < 0.16 −0.95 −0.02 +0.20 +0.89

Orlando 2 0.09 −0.44≤ bi1R < 0.09 −1.06 −0.32 +0.06 +0.59

Reise 3 −0.44 −0.60≤ bi1R <−0.44 +0.54 +0.09 −0.52 −0.81

Reise 5 −0.60 −0.83≤ bi1R <−0.60 +0.16 −0.12 −0.34 −0.83

Orlando 4 −0.83 −1.03≤ bi1R <−0.83 −0.01 +0.60 +0.43 +0.97

Reise 2 −1.03 −1.14 ≤ bi1R <−1.03 +0.30 +0.25 +0.09 +0.03

Orlando 16 −1.14 bi1R <−1.14 −0.12 −0.29 −0.04 +1.52

Note. Orlando = Orlando and Marshall (2002); Reise = Reise, Widaman, and Pugh (1993); item = item

number in the application; subscript F = focal group; subscript R = reference group; subscript i indexes

items; b̂i1R = threshold parameter for the first category estimated in the empirical study; bi1R = threshold

parameter for the first category randomly drawn from a certain distribution in the simulation study.
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One true AUD and several estimated AUDs were computed for each simulation condition. The

true AUD used true item parameters and the true mean and standard deviation of y for the focal

group (−0.4 and 1, respectively). There was an estimated AUD for each separate anchor set, calcu-

lated using item parameters and the focal-group mean and standard deviation estimated from the

model that permitted the studied item’s parameters to vary between groups. To control outliers,

any ai estimates greater than 4 were recoded to 4 before the ERFs were computed.

Estimated mean and standard deviation of θ for the focal group. In IRT-LRT, the focal-group

mean and standard deviation of y were estimated simultaneously with the item parameters sepa-

rately for every studied item from the model permitting the studied item’s parameters to vary

between groups. Here, the mean and standard deviation estimates were averaged over all studied

items for each replication, then averaged over clean and dirty replications separately for each con-

dition and anchor set. Because the mean of y was fixed to be 0 for the reference group when the

model was fitted, the absolute value of the focal-group mean was the estimated group-mean

difference.

Results

Convergence

Convergence rates were high, but were least high for fittings using a single anchor. Conver-

gence rates decreased with increases in the percentage of DF items. With all others as anchors, all

models in all 21 conditions converged. Convergence rates ranged from 99.4% to 100% with .2k

anchors, 99.6% to 100% with .1k anchors, and 97.3% to 100% with 1 anchor. All results were ana-

lyzed, regardless of convergence, because (a) there were very few nonconverged models, (b) non-

convergence was about equally likely for items that did versus did not function differently

between groups, and (c) the mean LR statistic was nearly identical for converged versus noncon-

verged fittings.

Large Discrimination Parameter Estimates (ai > 4)

The number of large ai estimates was greater for the focal group and increased with increases in

the percentage of DF items and decreases in the number of anchors. The percentage of large ais

ranged from 0% to 1.2% with all others as anchors, 0% to 11.8% with .2k anchors, .02% to 10.9%

with .1k anchors, and 1.1% to 71.7% with 1 anchor.

Table 2: 0% or 20% of Items Function Differently

The proposed method for empirically selecting anchors produced a group-invariant (clean) set

of designated anchors in all replications in all conditions when 20% of items functioned differently

(one exception: in the condition with k = 40, eight anchors, and uniform DIF, one replication had

a dirty anchor). With a clean anchor set, IRT-LRT performed well; however, the number of correct

models was smaller for data with DIF than for DIF-free data.

Table 2 shows that almost all results were quite accurate with any number of designated

anchors (1, .1k, or .2k), less accurate with all others as anchors, and usually best with 1< g< all

others. When 20% of items functioned differently, the number of correct models was always

higher with designated anchors than with all others as anchors and usually greater with .2k anchors

(10-item tests) or .1k anchors (20- or 40-item tests) than with a single anchor. Hit rates were near 1

with multiple anchors but still high (.90 to .98) with one anchor. False alarm rates increased with
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Table 2

Simulation Results: 0% or 20% of Items Function Differently

10 Items 20 Items 40 Items

Items With DIF 0 2 0 4 0 8

Type of DIF bij ai & bij bij ai & bij bij ai & bij

Single anchor

Hit rate — .94 .94 — .92 .97 — .90 .98

False alarm rate .00 .00 .01 .00 .01 .00 0 .00 .01

Mean # sig. tests 0.01 1.91 1.93 0.01 3.84 3.92 0 7.22 7.97
�yF –.42 –.38 –.36 –.40 –.37 –.37 –.41 –.38 –.36

SDyF
1.01 0.99 0.96 1.00 0.97 0.97 1.01 0.98 0.95

AUD (DIF) — .06 .06 — .06 .06 — .06 .06

AUD (invariant) .01 .01 .01 .01 .01 .01 .01 .01 .01

Correct models 99 85 85 99 63 87 100 46 71

Anchor: 10% of k

Hit rate — .99 1 — .98 1

False alarm rate .00 .02 .01 .00 .02 .02

Mean # sig. tests 0.05 4.23 4.06 0.02 8.30 8.50
�yF (Above) –.41 –.36 –.36 –.41 –.37 –.36

SDyF
1.01 0.97 0.98 1.00 0.98 0.97

AUD (DIF) — .05 .06 — .05 .06

AUD (invariant) .01 .02 .01 .01 .01 .01

Correct models 95 73 93 98 53 61

Anchor: 20% of k

Hit rate — .98 1 — 1 1 — .99 1

False alarm rate .01 .02 .02 .00 .03 .02 .00 .03 .03

Mean # sig. tests 0.04 2.06 2.10 0.05 4.36 4.21 0.03 8.59 8.73
�yF –.41 –.36 –.36 –.40 –.36 –.37 –.40 –.38 –.37

SDyF
1.01 0.98 0.98 1.01 0.97 0.98 1.00 0.99 0.98

AUD (DIF) — .05 .06 — .05 .06 — .05 .06

AUD (invariant) .01 .02 .01 .01 .01 .01 .01 .01 .01

Correct models 96 88 93 95 69 79 97 47 51

All-others anchor

Hit rate — .99 1 — 1 1 — .99 1

False alarm rate .00 .12 .17 .00 .09 .08 .00 .06 .07

Mean # sig. tests 0.03 2.93 3.36 0.07 5.42 5.35 0.03 9.98 10.20
�yF –.41 –.33 –.33 –.40 –.33 –.34 –.41 –.35 –.34

SDyF
1.01 0.96 0.95 1.00 0.96 0.96 1.01 0.97 0.95

AUD (DIF) — .05 .06 — .05 .06 — .05 .06

AUD (invariant) .01 .02 .01 .01 .01 .01 .01 .01 .01

Correct models 97 49 44 93 39 39 97 27 27

Note. DIF = differential item functioning; mean # sig. tests = mean number of items with significant DIF

tests; �yF = focal group mean; SDyF
= focal group standard deviation; AUD = average unsigned difference

between expected response functions; k = total items; — = not applicable.
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decreasing k and were near 0 with designated anchors (.00 to .03) but larger (.06 to .17) with all

others as anchors. Consistently, the mean number of items with significant tests was near the true

number with each set of designated anchors but elevated with all others as anchors. Although the

mean and standard deviation of y for the focal group were misestimated in all conditions (except

those without DIF), the bias was small.

With designated anchors, power tended to be greater with nonuniform versus uniform DIF.

This appeared to be due to the simulation methodology: True ais tended to be greater in conditions

with nonuniform DIF because the distribution from which they were drawn was truncated at 1.2

instead of 0.5. The lower limit for aiR was different for items with versus without DIF in ai to

ensure that aiF ≥ .5 (the largest possible amount of DIF in ai was .7). This power difference proba-

bly explains why the number of correct models was usually greater for conditions with nonuniform

DIF (Tables 2, 3, and 4).

The AUD was not influenced by the number of anchors. For each condition and anchor set

(including all others as anchors), the mean AUD was near the true value of 0 for group-invariant

items, .05 for items with uniform DIF, or .06 for items with nonuniform DIF.

Table 3: 50% of Items Function Differently

When 50% of the items functioned differently, the anchor set selected by the rank-based

method was clean for most replications. Across conditions, the percentage of clean anchor sets

was 98% to 100% with a single anchor, 100% with .1k anchors, and 96% to 100% with .2k

anchors.

Results in Table 3 show that IRT-LRT performed well with a clean anchor set, better with any

number of clean anchors than with all others as anchors, and usually best with 1< g< all others.

With all others as anchors, hit rates were high, but all other outcomes were very erroneous.

Although results were highly variable and sometimes quite poor with a dirty designated anchor

set, most designated anchors were clean. For each condition, mean AUDs (not shown) for clean

anchor sets were nearly identical to those in Table 2. For dirty anchor sets, mean AUDs tended to

be about .04 for all items regardless of DIF status.

Table 4: 80% of Items Function Differently

When 80% of items functioned differently, the number of replications with a clean anchor set

depended on the number of anchors: The more items chosen, the greater the chance of contamina-

tion. If only one anchor was selected, that item was clean between 71% and 96% of the time. How-

ever, with multiple designated anchors, a clean set was chosen for 57% to 83% of replications for

.1k anchors and 20% to 56% for .2k anchors. Notice that when 80% of items functioned differ-

ently, .2k items were invariant; thus, when the set of .2k anchors was clean, none of the studied

items were invariant and false alarm rates (and AUDs for invariant items) could not be computed.

Results in Table 4 show that IRT-LRT performed well with a clean anchor set, better with any

number of clean designated anchors than with all others as anchors, and usually best with

1< g< all others. For each condition, mean AUDs (not shown) for clean anchor sets were nearly

identical to those in Table 2. For dirty anchor sets, mean AUDs ranged from .03 to .06 in the pres-

ence of DIF and .02 to .09 in the absence of DIF.

Outcomes (besides hit rates) were extremely inaccurate with all others as anchors. However,

when a designated anchor set was contaminated, false discovery rates, estimates of the focal-group y
parameters, and AUDs were also poor and sometimes worse than those using all others as anchors.

For example, with nonuniform DIF in 80% of items, the false alarm rate in dirty replications was .93
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Table 3

Simulation Results: 50% of Items Function Differently

10 Items 20 Items 40 Items

Type bij Only ai & bij bij Only ai & bij bij Only ai & bij

Single anchor

# Sig. 4.68 4.95 9.25 9.90 18.00 19.70

Correct 59 79 41 75 20 43

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Reps 99 1 98 2 100 0 100 0 100 0 100 0

Hit .91 .75 .97 .25 .91 — .98 — .89 — .97 —

False .03 .20 .02 1 .02 — .01 — .01 — .02 —
�yF –.38 .10 –.35 .29 –.37 — –.33 — –.35 — –.31 —

SDyF
0.95 1.06 0.90 0.74 0.95 — 0.90 — 0.96 — 0.88 —

Anchor: 10% of k

# Sig. 10.20 10.20 20.70 21.00

Correct 65 75 44 44

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Reps 100 0 100 0 100 0 100 0

Hit (Above) .99 — 1 — .99 — 1 —

False .05 — .03 — .05 — .06 —
�yF –.35 — –.34 — –.33 — –.33 —

SDyF
0.95 — 0.97 — 0.96 — 0.95 —

Anchor: 20% of k

# Sig. 5.15 5.26 10.30 10.30 20.70 21.00

Correct 72 83 58 75 38 43

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Reps 98 2 96 4 99 1 100 0 98 2 98 2

Hit .98 1 1 1 .99 1 1 — 1 1 1 1

False .08 .25 .05 1 .07 .43 .05 — .07 .12 .08 .19
�yF –.37 –.14 –.37 .06 –.36 –.31 –.35 — –.35 –.45 –.35 –.40

SDyF
0.96 0.89 0.97 0.70 0.97 1.11 0.97 — 0.98 1.03 0.97 0.92

All-others anchor

# Sig. 7.52 7.76 14.00 15.70 27.50 30.10

Correct 14 10 4 2 1 1

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Hit — .99 — 1 — 1 — 1 — 1 — 1

False — .51 — .55 — .41 — .57 — .38 — .51
�yF — –.24 — –.23 — –.26 — –.21 — –.26 — –.24

SDyF
— 0.90 — 0.87 — 0.93 — 0.89 — 0.94 — 0.89

Note. # Sig. = mean number of items with significant differential item functioning tests; correct = number

of correct models; reps = number of replications; �yF = mean of y for the focal group; SDyF
= standard

deviation of y for the focal group; — = not applicable.
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Table 4

Simulation Results: 80% of Items Function Differently

10 Items 20 Items 40 Items

Type bij Only ai & bij bij Only ai & bij bij Only ai & bij

Single anchor

# Sig. 7.43 7.81 14.60 15.70 29.30 31.10

Correct 49 55 34 66 7 42

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Reps 87 13 71 29 92 8 87 13 96 4 93 7

Hit .93 .86 .97 .86 .92 .70 .99 .72 .91 .90 .97 .64

False .03 .69 .01 .93 .01 .47 .02 1 .02 .06 .03 .96
�yF − .41 .07 − .36 .26 − .38 .00 − .36 .28 − .37 − .16 − .31 .36

SDyF
0.96 0.94 0.90 0.59 0.96 0.89 0.87 0.60 0.94 0.90 0.86 0.66

Anchor: 10% of k

# Sig. 16.00 16.30 32.30 33.20

Correct 57 73 41 42

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Reps (Above) 83 17 81 19 67 33 57 43

Hit .98 .99 1 .93 .99 1 1 1

False .06 .60 .05 .98 .09 .35 .08 .71
�yF − .35 − .18 − .39 .14 − .36 − .26 − .37 − .10

SDyF
0.99 0.95 0.97 0.71 0.98 0.97 0.98 0.84

Anchor: 20% of k

# Sig. 7.84 7.91 15.50 15.80 31.00 31.70

Correct 54 52 38 51 19 20

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Reps 56 44 52 48 43 57 51 49 20 80 20 80

Hit 1 1 1 .99 .99 .99 1 1 1 1 1 1

False — .68 — .90 — .38 — .67 — .26 — .72
�yF − .40 − .13 − .39 .04 − .38 − .28 − .42 − .12 − .40 − .33 − .40 − .17

SDyF
1.00 0.89 0.98 0.74 1.00 0.99 0.99 0.85 1.00 0.99 1.00 0.88

All-others anchor

# Sig. 9.52 9.66 18.90 19.30 37.70 38.80

Correct 9 7 3 1 2 0

Anchor Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty Clean Dirty

Hit — 1 — 1 — 1 — 1 — 1 — 1

False — .77 — .84 — .75 — .83 — .72 — .85
�yF — − .15 — − .10 — − .15 — − .13 — − .17 — − .11

SDyF
— 0.85 — 0.83 — 0.89 — 0.83 — 0.90 — 0.84

Note. # Sig. = mean number of items with significant differential item functioning tests; correct = number

of correct models; reps = number of replications; �yF = mean of y for the focal group; SDyF
= standard

deviation of y for the focal group; — = not applicable.

52

Volume 33 Number 1 January 2009

APPLIED PSYCHOLOGICAL MEASUREMENT

 at Hong Kong Institute of Education on November 30, 2011apm.sagepub.comDownloaded from 

http://apm.sagepub.com/


with a single anchor versus .84 with all others as anchors (k = 10), and .98 with .1k anchors versus

.83 with all others as anchors (k = 20).

Sensitivity Analysis: Smaller N

Some researchers do not have access to samples as large as those simulated here; thus, it is

useful to examine results with a smaller sample. Two simulation conditions were repeated with

NR = 600, NF = 200: (a) k= 20, 20% with nonuniform DIF, and (b) k = 10, 50% with uniform

DIF. All other simulation and analytic procedures described above were replicated.

Convergence was nearly perfect (99.9% to 100% of all models converged). The proportion of

large ais was in the same range and depended on the same variables as with larger N. All empiri-

cally selected anchors were clean for all replications for k= 20 (20% DIF). For k = 10 (50% DIF),

single-anchor and two-anchor sets were clean for 98 and 95 replications, respectively.

The most important finding with smaller N was lower power to detect DIF. Hit rates, the mean

number of significant tests, and the number of correct models were lower with smaller N. How-

ever, N interacted with the number of anchors. With smaller N and a single invariant anchor, fewer

correct models were identified than with all others as anchors. This was apparently due to low

power for single anchors: Hit rates were .75 (k = 20) and .71 (k= 10, clean replications).

Results were better with multiple clean anchors. With k= 20 (20% DIF), hit rates were .96

(two anchors) and .99 (four anchors), and the number of correct models was 79 (two or four

anchors), versus 60 (all others as anchors) and 40 (single anchor). With k= 10 (50% DIF), the hit

rate was .92 (two anchors), and the number of correct models was 57 (two anchors) versus 27 (all

others) and 25 (single anchor). Complete results with smaller N are available by request.

Discussion

A quick and easy rank-based strategy for empirically selecting designated anchors was

proposed. Simulation results supported the utility of the strategy for IRT-LRT carried out as

implemented in IRTLRDIF (Thissen, 2001). The rank-based method almost always produced

a DIF-free anchor set when 20% or 50% of items functioned differently, even when the anchor set

consisted of 20% of the total items. When the anchor set was invariant, results were quite accurate

and much better than those with all others as anchors.

It was more difficult to select clean anchor sets when 80% of items functioned differently, prob-

ably because the LR statistic reflects model fit as a function of the parameter estimates, which are

less accurate with increasing DIF in the data. When the anchor set was contaminated, the false dis-

covery rate and estimates of the focal-group y parameters and AUDs were inaccurate—sometimes

even more so than with all others as anchors. It is hard to imagine an anchor-selection method for

which performance would not decline with increasing DIF. The challenge for future research is to

find the method that is least inaccurate under these suboptimal conditions. A study comparing the

strategy proposed here to the various other suggestions for empirically selecting anchors is needed.

Use of a single anchor will minimize the chance of contamination, which is especially impor-

tant when the percentage of DF items is large. Estimation is less stable and power is lower with

a single anchor, but present and previous (Stark et al., 2006; Wang, 2004; Wang & Yeh, 2003)

simulations show that results can be quite accurate with larger N. However, with smaller N, power

was so low with a single anchor that the chance of finding the correct model was worse than with

all others as anchors. This was true with 20% or 50% DF items. Therefore, single anchors are not

recommended with smaller samples.
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There may be a conceptual disadvantage of a single anchor that has not been addressed in

simulations. The anchor set defines the matching variable, y, which may not be very well char-

acterized by a single item. Thus, the meaning of y may be different than intended with a single

anchor. Edelen et al. (2006) and Williams (1997) mention that a good anchor set has high dis-

crimination ability with threshold parameters spread over a relatively wide range of y. These

criteria ensure that the construct is well defined. Decisions about the number of anchors must

balance the need to avoid contamination with the need for high validity. Balancing these needs

is easy with relatively few DF items but becomes increasingly difficult as the percentage of

DF items increases. Hopefully, it is rare in practice for as many as 80% of items to function

differently.

One way to increase validity is to use IRT-LRT only for decisions about the presence or

absence of significant DIF and then to fit a final model for estimates of the item parameters

and the focal-group y parameters. In the final model, one set of parameters is estimated for all

invariant items, and group-specific parameters are estimated for DF items. With all items

included in the likelihood and more items linking the metric between groups, the meaning of y
and the parameter estimates are likely to be more valid. Also, the focal-group mean and stan-

dard deviation from the final model should be more accurate than those estimated from the

models used to test individual items for DIF. This simulation study did not examine results

from final models, but it would be informative to evaluate them in the future.

This research leads to some specific recommendations for practitioners of IRT-LRT. The

recommended steps are to

1. carry out IRT-LRT with all others as anchors;

2. select g items with the g smallest LR/f ratios as designated anchors;

3. test each studied item for DIF using the designated anchors; and

4. based on the DIF results, fit a multiple-group model using a program such as MULTILOG (Thissen,

1991) to obtain final parameter estimates.

Anchors need to be valid indicators of the intended construct, and g should usually be approxi-

mately 10% to 20% of the total number of items. If many items (e.g., 80% or more) have large

LR/f ratios in the initial application of IRT-LRT (with all others as anchors), it is probably better

to designate only a single anchor to decrease the chance of contamination. Statistical power

should be adequate with a single anchor if the sample size is relatively large (e.g., NR = 1, 500,

NF = 500). However, if the sample size is smaller (e.g., NR = 600, NF = 200), g must exceed 1 to

ensure adequate power. Unless designated anchors can be well chosen based on extensive previ-

ous research, IRT-LRT is not recommended when the sample is small and the number of DF

items appears to be large.

Finally, the rank-based strategy is not specific to IRT-LRT and could be used with, for exam-

ple, MH, logistic regression, or SIBTEST (Shealy & Stout, 1993) methods for testing individual

items for DIF. With these methods, reference and focal group members are matched on summed

scores, and the inclusion of all items in the summed score is analogous to the use of all others as

anchors in IRT-LRT. To use the rank-based strategy, (a) compute test statistics with total scores

as the matching criterion, (b) select g items with the g smallest test statistics as designated

anchors, and (c) test each studied item for DIF using the designated anchors (plus the studied

item; see Holland & Thayer, 1988) for the matching criterion. It would be useful to empirically

evaluate the rank-based strategy for DIF-testing methods other than IRT-LRT.
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