Under the traditional framework of CFA, an item response was treated as interval variable. However, after acknowledging that observed responses are categorical variables, a generalized model, CCFA, was proposed, in which a latent response is formed to link latent trait and categorical response. The model is equivalent to the 2PLM for dichotomous responses or GRM for polytomous items. If the measurement invariance among multiple groups is interested in, the MCCFA, which is a model integrating CCFA and indicators for multiple groups, can be used to detect potential biased items. Similarly, in IRT, the term “DIF” usually refers to a bias item. 

In this study, the MCCFA and IRT approach were employed to detect biased items. For the MCCFA, the LR test was applied to compare a baseline model and a constrained model. If a statistical significance is found, it suggests the target item is not invariant. The simulated conditions and results were skipped in my comment.
1. The authors used a mixed strategy for model identification, and claimed that several advantages can be obtained by doing this (on page 219). I think the statement cannot be true. It is arbitrary that setting the factor loadings of an item to be equal across groups. The constrained item could be naturally biased, though. Apparently, how to find a set of invariant items for anchoring scale is still unsolved.
2. Only one biased item and five invariant items were designed in the simulations. Form the view of an advocator of IRT, six items are too few to be treated as a test. But the reason why only six items were investigated is due to the computation for the MCCFA by Mplus. As mentioned on page 220, Mplus has to compute the correlation matrix of latent responses to obtain the final parameter estimates. A test with more items has a bigger correlation matrix, and results in a heavy loading to computation.
