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It is nothing surprising that using BIC, AIC and SABIC to determine the number of classes leads to different conclusions. BIC tends to underestimate the number of classes, while AIC tends to overestimate it. SABIC partially fixes the underestimation of BIC. 
The varied proportion technique seems to be able to generate more fitted aggregated item response functions. But the authors did not state their recommendations on whether to use this technique or not. 
The second simulation study is interesting. The number of underfit items needed to cause a spurious class depends on sample size and discrimination power of the items. Larger sample size and smaller discrimination power requires more underfit items to cause a spurious class. 
In the paper, it is observed that underfit items appear to be involved in creating extra classes. The author explained this observation by another dimension which was not captured by the model with fewer classes. Another explanation might be that extra classes can account for the poor model-data fit. Generally speaking, infinite classes can perfectly approach an arbitrary distribution of the data. The extreme case is that the number of classes equals to the sample size. That is to say, each data point belongs to a latent class. The model-data fit will be optimized under this situation. Therefore, if there are truly two classes but bad items exist, the BIC index will tend to choose models with three or four latent classes in order to improve the model-data fit.   

In discussion, the authors stated that additional latent classes in MRM are only an attempt to better approximate data from a high-parameter IRT models, and should not be interpreted for meaning. However, they did not give any suggestions on what practitioners should do when a one-class Rasch model does not fit well. Should they try MRM or one-class 2PL/3PL model? 
