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Many cognitive diagnostic models (CDMs) have been developed, which aim to represent the performance of an examinee on an item based on the skills required by the item and the mastery status of examinee on these skills. This study employed a revised version of NIDA model proposed by Hartz (2002) to build a cognitive diagnostic computerized adaptive test. The model (Equation 2 to 4) has not only a CDM component for latent discrete attributes but also a Rasch model for latent continuous proficiency.

In adaptive tests, the Fisher information and Kullback-leibler (KL) information were widely used to select most suitable items for each test-taker. Since the Fisher information cannot deal with the information derived from latent discrete attributes, the KL information is applicable to the case. A modified algorithm, named PWKL, was incorporated into the algorithm of item selection.

Item exposure control is another important issue in adaptive tests. The study proposed two restrictive stochastic methods to prevent overexposure or underexposure of items. First, the restrictive progressive method (Revuelta & Ponsoda, 1998) follows the randomization strategy and reflects its “progressive” by the weight (1 – x/L) of the random component (see Equation 9). A modification of the restrictive progressive method by adding an importance parameter , as Equation 10, was used in later simulations. On the other hand, the restrictive threshold method relaxes the strict determinism of the original PWKL information by defining an information interval. The threshold parameter  controls the range of information interval, which is large in the early stage of the test and gradually shrink as the test progress. 

Two simulation studies were completed. Study 1 showed that the  parameter plays an important role that, as the value of  increases, the estimation precision of attributes increases and the efficiency of exposure rate control decreases. In addition, the restrictive threshold method performs uniformly better in estimation precision but poor in item exposure control. Study 2 adopted seven item selection methods and investigated the performances under two test lengths. The trade-off between estimation precision and exposure rate control was illustrated again. See Table 5 and 6 for more details.
1. What is expj in Equation 10?

2. Why the output of estimate of  was not reported?
3. Except for replacing a new model, is there a straightforward extension of this study doable?
