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In many statistical models, it is assumed that residuals are local independent. But for time-series data residuals may be correlated. The paper reviewed several linear growth models, including VC, AR(1), MA(1), ARMA(1, 1), and UN. They specify different within-person covariance matrix of residuals, . The VC is the strictest model because no autocorrelation is constrained. On the other hand, the UM is loosest and estimates freely all elements within . The remaining three models have individual functions modeling the autocorrelation, and the AR(1) and MA(1) are some models of ARMA(1, 1) especially. 


Multilevel structure can be embedded in linear growth models, so that the coefficients in level-1 model could be modeled at a second level to represent differences in the initial status and rate of change among individuals. As Equation 2, the average intercepts and slopes are fixed effect, and still residuals are random effects. So the total variance of mixed model comes from two sources: level-1 and level-2.


A series of simulations were carried out to examine whether misspecifying the level-1 covariance matrix  affect the estimates of mixed model. It was found that the multilevel linear growth curve model is rather robust for fixed effects but not for random effects. Besides, adopted fit criteria (LRT, AIC, AICC, and BIC) are inefficient to detect misspecification of .

1. Since the footnote i was omitted from Equation 3 to the end, the letters denoting vectors should be bolded. 

2. As Table 3, only the mean estimates were reported. From my viewpoint, N = 30 is too small to obtain a stable estimate especially for covariance matrix. If the RMSE is available, we can expect huge variation for estimates in these conditions no matter whether  was misspecified or not.

